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1 Introduction

In simple mathematical terms, a corpus of natural language texts can be defined as a set which ab-
stracts from any order of its elements w.r.t each other so that each element is separately processed
by some corpus linguistic operation (e.g., of collocation statistics). This view implies the absence of
structure formation within the corpus or at least disregards it from the point of view of text represen-
tation and subsequent corpus building. Of course, a corpus of natural language texts is more than just
a set of linguistic units. There is structure formation above the level of single texts which can be made
accessible to corpus linguistic studies. According to Stubbs (1996), texts are oriented to routines and
conventions; they are shaped by prior texts to which they make intertextual references possibly (or
preferably) included in the same corpus. In this sense, Stubbs (2001) points out:

‘Analysis cannot be restricted to isolated texts. It requires an analysis of intertextual relations, and therefore
comparison of individual instances in a given text, typical occurrences in other texts from the same text-type,
and norms of usage in the language in general.” (Stubbs, 2001, 120).

With the advent of web-based communication, more and more corpora are accessible which man-
ifest such intertextual relations and thus structure formation in large text networks. Moreover, the
WWW does not only manifest a tremendous set of text types (genres and registers) which already
existed before the appearance of WWW-based communication, but also a vast number of instances of
newly emerging document types, e.g., corporate sites, Wikis, weblogs or personal academic home pages
(Mehler and Gleim, 2006, 2005; Thelwall and Wouters, 2005). Theoretically, this makes the web the
source of choice for extracting large corpora of certain genres, registers and other linguistic varieties.
It also makes the web the reference point of studying the emergence of hypertext types as well as
the growth, maturity stage and dying of their instances manifested by websites and their constitutive
pages. Thus, the web has become increasingly important as a quasi inexhaustible resource of corpus
formation (Baroni and Bernardini, 2004; Keller and Lapata, 2003; Kilgarriff and Grefenstette, 2003;
Resnik and Smith, 2003; Santamaria et al., 2003).

Of course, the web is not the only resource of large networks of textual units. There exist special
areas of textual networking which become accessible to corpus linguistic studies not only because of
their web-based interfaces, but also due to digitised or e-text releases (Hockey, 2000). This includes
the area of scientific communication (e.g. CiteSeer or CiteBase as examples of digital libraries), press
communication (e.g. the New York Times or the German Siiddeutsche Zeitung which link articles to
thematically related ones), technical communication (e.g. the Apache Software Foundation’s technical
documentations of open source projects) and electronic encyclopedias (e.g. Wikipedia and its releases
in a multitude of languages) which can be analysed in terms of corpora of networked units. These are
examples of large corpora of interlinked texts which in the majority of cases utilise HTML in order to
manifest intertextual relations as, for example, citation links (digital libraries), content-based add-ons
(online press communication) and links to related lexicon articles (electronic encyclopedias). From a
corpus linguistic point of view, several scientific questions come to the fore regarding the formation of
such networks:

1. Preprocessing: How to provide a uniform, generic interface to the analysis of intertextual relations as
manifested in web-based communication?



2. “Co-textualising” corpus linguistic analyses: How to explore text linkage in large text networks as a
source of corpus linguistic studies?

This question is related to the position of Fairclough (1992) who argues for an intertextual view
of analysing, for example, pre-constructed phrases and fixed collocations. In this sense, digital
manifestations of intertextual links provide a source of exploring linguistic structures which are
confirmed by intertextually related texts. Cf. also Mehler and Gleim (2006) for the notion of
collocation analyses which are sensitive to genre-specific structures.

3. Exploring structure formation in large text networks: What are the regularities of the distributed
formation of large text networks subject to the limitations of the medium in use?

As structure formation in large text networks cannot be reduced to the intentionality of single
authors, the question for distributed processes of text production and processing — distributed
over thousands of collaborating/competing authors — comes to the fore.

This article reviews the state of the art in these areas. As corpus linguistic studies of large text
networks are at the very beginning, this will relate especially to the third question. Interestingly,
arguments in support of the need of text network analyses come from computer science and, especially,
from the field of text and web mining (Mehler and Wolff, 2005). This relates to the so-called link-
content conjecture of Menczer (2004) who states that the content of a web page is similar to the content
of the pages that link to it. As Menczer approaches content in terms of Information Retrieval (IR) and,
thus, in lexical terms, this hypothesis can be reformulated as follows: A page’s lexical organisation is
similar to the lexical organisation of the pages that link to it (where lexical similarity is measured in the
framework of the vector space model based on a tf-idf weighting scheme and the cosine measure —
the tf-idf weighting scheme is a function of the term and document frequency of candidate terms; it is
used to filter out non-descriptive terms in the sense of IR; e.g., words which are evenly distributed over
all texts of the corpus and, thus, do not contribute to thematically separating them — for more details
on this model cf. Baeza-Yates and Ribeiro-Neto 1999). Menczer (2004) presents data in support
of this conjecture which also points at an exponential decay of the similarity in question from the
point of view of a focal page when following hyperlinks from page to page. As will be motivated,
this observation is in accordance with so-called small world models of social-semiotic networks (cf.,
for example, Albert et al., 1999). Supposing that Menczer’s hypothesis is continuingly supported, it
implies that additional data in support of the data being observed on a focal page comes from its
neighborhood in the web — by analogy with the argument of Stubbs (2001) cited at the beginning of
this section. Although this hypothesis has not yet been investigated in the case of more traditional text
networks, it is nevertheless plausible to conjecture it in these cases too. This may look as follows: A
text’s linguistic organisation is similar to the linguistic organisation of the texts that relate to it by means
of intertextual relations. In order to substantiate this conjecture, the notion of linguistic similarity needs
to be operationalised as well as the aspect of linguistic organisation under consideration and the type
of intertextual relation for which this conjecture actually holds. Text network analysis is a step into
this direction as it investigates principles of intertextuality which should be taken into account in the
course of corpus building in order to meet the requirement of Stubbs (2001) and related requirements.

This article puts emphasis on the state of the art of network analysis (Newman, 2000, 2003b) and



its utilisation in the area of linguistic systems (cf. Ferrer i Cancho et al., 2005). Amongst others, this in-
cludes approaches to the notion of the small world of social systems (Watts and Strogatz, 1998; Watts,
1999). From the point of view of quantitative linguistics, this comprises cluster and pathway analysis
(Newman 2003). Moreover, non-linear regression analyses of degree distributions (based on the num-
ber of in- and outgoing links) which relate to Zipfian regularities (Rapoport, 1982) are reviewed too.
The article demonstrates this analytical apparatus by example of some document networks. The aim
is to exemplify the state of the art of quantitative network analysis in the area of linguistic networks.
From the point of view of corpus linguistics, the significance of this kind of analysis is due to the fact
that it gives hints at how to quantify validity constraints of corpora based on intertextual regularities
of their constitutive texts.

Text network analysis is at its very beginning, in corpus linguistics as well as in computational
and quantitative linguistics. Although the notion of intertextuality comes into age (Fix, 2000), it
nevertheless has been addressed in terms of qualitative, descriptive, but not of exploratory corpus
linguistics. Theoretical definitions which allow to demarcate the field of document network analysis
are still missing. Accordingly, the subsequent section introduces some preliminary notions for this
task.

1.1 A Short Note on the Corpus Linguistic Relevance of Complex Network Analysis

The analysis of complex text networks is about structure formation in corpora of textual units. For
decades, text linguistics has argued that intertextuality is a source of structure formation above the
level of single texts (de Beaugrande, 1980, 1997; Heinemann, 1997; Hoey, 1995; Holthuis, 1993;
Jakobs, 1999; Raible, 1995). This kind of structure formation has two aspects: in terms of the de-
velopment of text types and in terms of the networking of their textual instances. Following this line
of argumentation, Fairclough (1992) points out that intertextual relations allow to explore related
texts and, thus, to identify significant cotexts as additional, viable data resources of corpus linguistic
studies: If two texts x and y are intertextually related due to their common or related functions or
topics, they probably contain common or related linguistic manifestations of these functions or topics,
respectively, and, thus, are more likely structured in a similar way (Biber, 1995; Brinker, 1991). This
correlation may hold on the level of lexico-grammatical patterns (Halliday, 1966) as well as on the
level of textual superstructures (van Dijk and Kintsch, 1983). In other words: Studying intertextually
related texts provides additional data to lexical and grammatical patterns and their variation subject
to the change of the underlying genres or registers, respectively (Biber, 1995; Ventola, 1987). How-
ever, in order to benefit from intertextuality as a data resource we need to explore its principles first.
That is, we need to make it an object of computational linguistics, not only on the level of pairwise
linked texts, but on the level of whole networks based thereon. This is the task of complex text network
analysis.

On the other hand, knowing the principles of intertextual structure formation (i.e. of the develop-
ment of complex text networks) provides knowledge about constraints of the “naturalness” or “non-
artificiality” of text corpora by analogy with Zipf’s first law in the case of lexical systems. This can be
explained as follows: It is well confirmed in quantitative linguistics that the ranked frequency distribu-
tion of lexical text constituents is highly skewed in a way which departs from the normal distribution,



H text area e-text area hypertext area

atomic level text component | e-text component | text module
intermediate level || text e-text hypertext document
network level text network e-text network hypertext document network

Table 1: Levels of structuring of text, e-text and hypertext document networks (cf. Storrer, 2002; Mehler,
2005).

but is more reliably modeled by a power-law or some related distribution (Baayen, 2001; Rapoport,
1982; Wimmer and Altmann, 1999a; Zipf, 1972). Accordingly, a “text candidate” which heavily de-
parts from this Zipfian distribution indicates to be a mixture of different texts (possibly written by
different authors) or to be an artificial product which was produced under “unusual” conditions dis-
turbing the process of text production (Orlov, 1982). Analogously, a corpus of texts whose intertextual
networking departs from the principles of text networks may indicate artificiality in the sense to be a
mixture of topically or functionally highly divergent and, thus, unrelated texts. Using such a corpus
as a starting point of inductive reasoning in corpus linguistics (Stubbs, 2006) is, thus, problematic.
Complex network analysis allows to explore such naturalness constraints of corpus formation.

In summary, the intertextual formation of linguistic patterns as well as quality constraints of text
corpora are two reference points in support of the relevance of complex network analysis in corpus
linguistics. This article surveys the state of the art in this field of research.

1.2 Text and Document Networks

Structure formation above the level of texts is based on intertextual relations which span networks
in which nodes denote texts (or textual components thereof) and links manifest coherence relations
of these nodes. With the advent of web-based communication, text networking is not only accessible
by means of e-texts and their networks, but also by hypertexts which utilise hyperlinks in order to
make intertextual relations explicit (Mehler, 2005). Starting from the notion of a document which
integrates textual content with hypertextual add-ons (Kuhlen, 1991), all three kinds of networks are
taken into account in this survey: text, e-text and (hypertext) document networks — see Table 1. For
reasons of terminological simplicity we simply speak of text and document networks and use both terms
interchangeably (while we make it explicit if only one, but not the other term is adequate). Generally
speaking, such networks are characterised as follows:

e Intertextuality: Text and document networks are units to which intertextuality can be ascribed as
a gradual, quantifiable property by analogy with textuality as a property of single texts.

Intertextual cohesion or coherence relations interrelate different texts or documents in order to
build (not necessarily mutual) constraints on their interpretations. For a formal model of such
constraints (with a focus on intratextual ones) cf. Mehler (2007). A survey of this notion is out
of reach of the present paper — cf. Mehler (2005) for such a survey. We only stress the funda-
mental distinction of referential and typological intertextuality (Heinemann, 1997): Whereas the
former comprises immediate text-to-text relations, which authors manifest more or less explicitly



by surface structural markers, it is the shared usage of the same or alike patterns within different
texts which mediates their typological, but not necessarily intended relatedness. Since intertextual
relations are in many cases implicit, they first need to be explored in order to become an object of
network analysis. Intertextual relations of web documents may, but do not need to be manifested
by hyperlinks. As in the case of cohesion and coherence in general, there are many resources of
intertextuality so that ascribing this property to a text or document network is bound by vagueness
and under-specification due to a diversity of possibly competing criteria. Even in the case of cita-
tion relations, exploring intertextual relations can be a demanding task in terms of computational
linguistics and machine learning (Giles et al., 1998). In any case, the starting point of analysing
text and document networks is a network of textual units which is spanned by their intertextual
relations. Thus, complex text or document network analysis is about structural analyses of net-
works whose links are spanned by cohesion or coherence relations which in the majority of cases
are meaning- or content-based.

e Chaining and clustering: Intertextuality results from producing or processing intertextual relations.
These relations generate chains or clusters of thematically related texts/documents which manifest
the same, similar or otherwise associated themes, topics or fields. On the other hand, the chains
or clusters may be induced by schematically ordered texts/documents which manifest the same
or related text types, patterns or superstructures. Note that whereas chains are partially ordered,
clusters are clumps of interrelated units. Finally, as the chains and clusters overlap or intersect,
respectively, they constitute networks.

e Variability: As intertextual relations are genre-sensitive or -specific (e.g. citations in scientific com-
munication vs. content-based links in online press communication), text and document networks
as a whole are genre-sensitive, too. That is, for different genres (e.g. of scientific, technical or
press communication) variations in topological and statistical characteristics of the networks of
these genres are expected. That is, genres are expected to be distinguishable in terms of the
characteristics of their document networks.

e Distributed cognition: The production and reception of text and document networks is necessar-
ily distributed over possibly hundreds and thousands of agents. They result from cooperative or
competitive sign processes in the sense of distributed cognition (Hollan et al., 2000) and, thus,
manifest a kind of superindividual structure formation which cannot be reduced to intentional
acts of individual interlocutors — comparable to the language system, but on the level of its man-
ifestation. That is, as the lexicon of a language cannot be attributed to single interlocutors, text
networks are (because of their size) structured in a way which is not controlled by any (group of)
such interlocutors separately. But whereas the lexicon is part of the language system, texts and the
networks they induce are manifestation units.

In order to grasp the principles of this kind of networking, a combined approach which integrates
at least topological and statistical methods is needed. This can be motivated as follows: According
to Bense (1998), the formal branch of text linguistics includes algebraical, topological and statistical
aspects. Whereas algebraic approaches to discourse grammars rely on the notion of constituency and
dependency (Polanyi, 1988), it is the notion of distance and neighborhood which underlies topological
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Figure 1: A three-level model of networking.

models (Brainerd, 1977). In contrast to this, the notion of occurrence, co-occurrence and repetition
are the core of statistical approaches (Altmann, 1988). A central aim of quantitative linguistics is
to investigate those types of repetition which bring about the statistical nature of linguistic structure
formation in-between the extreme values of complete randomness and determinism.

Because of their non-linear, non-hierarchical structure formation, text and document networks are
only adequately described by means of graph theory (Schenker et al., 2005) and network analysis
(Newman, 2003b). Moreover, because of the size of these networks of hundreds and thousands of
nodes there is no alternative to automatic statistical analyses. By analogy with stochastic discourse
grammars which combine algebraic with statistical modeling, exploring these kinds of networks de-
mands integrating topological and statistical approaches. Thus, the methods of statistical network
analysis as elaborated in social science and subsequently sophisticated in physics builds the methodic
core of this survey.

1.3 Delineation and Terminological Notes

This survey is about regularities of large networks of textual units as a special kind of complex net-
works. A network is called complex if it consists of hundreds and thousands or even millions of nodes
in a way which affects its self-regulation and -organisation (Milgram, 1967; Newman, 2003b). The
aim of analysing complex networks of texts or documents is to investigate indicators of structure for-
mation which can be utilised for the task of corpus building and maintenance. In his survey of the
structure and function of complex networks, Newman (2003b) reports on results of analysing social,
informational, technical and biological networks. Amongst others, this comprises co-authorship and
company director networks, WWW-based networks and citation networks, the Internet and peer-to-
peer networks as well as protein interaction and neural networks. Focusing on social, technical and
informational networks, Park (2003) interrelates these areas as follows: As a sort of informational net-
work, hyperlink networks are based on the Internet as a kind of technological network which, in turn,
manifests a communication network as a sort of social network in which nodes denote interconnected
individuals.

Starting from this general view, we can delineate the object of the present survey as follows: Gen-
erally speaking, it does not regard social networks in which nodes denote individuals, agents, actors
or communities thereof and where links represent social (communication) relations of these agents
(Wasserman and Faust, 1999; Kautz et al., 1997; Otte and Rousseau, 2002). Other than these and
related analyses, this review deals with networks whose nodes are linguistic units down from the level
of words, up to the level of texts and hypertexts, respectively, where the main focus is on the latter.



Nevertheless, this review is not restricted to hyperlink networks (Park, 2003), but takes networking
within old and new media into account thereby stressing the need to explore intertextual relations
beyond hyperlinks as a source of networking within text corpora. As pointed out by the three-layer
model in Figure 1, this does not deny the fact that text and document networks are manifestations
of some linguistic system which, in turn, is enclosed by a corresponding social system (e.g. a speech
community). Rather, it has to be understood as an indispensable reduction of the variety of network
studies to be surveyed within this article. As will be shown in the subsequent section, this includes a
wide area of text and document networks ranging from social software-based networks to networks
in scientific and press communication.

A note on terminology: The terms node and link will be used when speaking about networks,
while vertex and edge are used when speaking about graphs as formal models thereof. Further, as
the apparatus of complex network analysis has predominantly been developed by example of social
networks, we will use the term social-semiotic network in order to stress the encompassing field of
linguistic, text and social networks as interrelated in Figure 1.

This article deals with complex networks of textual units. Such networks do not only form a
special kind of complex networks but also large corpora. In other words, networks of textual units
are a sort of large linguistic corpora whose specificity is due to their structuring based on the network
inducing intertextual relations of their constitutive units. For the annotation and representation of
large linguistic corpora in general see article 37 in this volume. A more specialised case of a complex
network of textual units is given by networks whose nodes denote web documents. Analogously, we
have a special kind of a web corpus structured by the hyperlinks of its constitutive elements when
dealing with complex networks of web documents. For web corpora as an object of corpus linguistics
in general see article 55 in this volume. See also article 21 in this volume on various corpora of
computer-mediated communication including web corpora. This article deals more specifically with
aspects of networking in corpora of textual units, its graph-theoretical representation and quantitative
modeling in various areas of text and document networks.

The article is organised as follows: Section 2 introduces graph theoretical notions and outlines
some results of the theory of complex networks as needed subsequently. This relates especially to the
so-called small-world property which allows to separate the area of random and social-semiotic net-
works. Section 3 surveys network-oriented studies in corpus, computational and cognitive linguistics
as well as in computer science. This includes but is not limited to lexical, sentence and WWW-based
networks. Finally, Section 4 gives a conclusion and prospects future directions within the present field
of research.

2 Structure Formation in Large Networks

The concept of a social-semiotic network in general and that of a small world in particular is formally
narrowed down in terms of graph theory. That is, networks to be analysed as candidates of small
worlds are, first of all, modeled as graphs. The following sections survey this kind of modeling: Section
2.1 starts with an overview of some notions of graph theory as used subsequently. The classical model
of small worlds as introduced by Watts and Strogatz (1998) which, since then, has been applied in
various areas of network formation is described in Section 2.2. Section 2.3 overviews the alternative



‘ Notation ‘ Description

Csr(G) | The cluster value of graph G according to Watts and Strogatz (1998).

Cws(G) | The cluster value of graph G according to Bollobas and Riordan (2003).

d(G) The average degree of vertices of graph G.

da(v) The degree of vertex v; of graph G.

A(G) The diameter of graph G.

E(G) The set of edges of graph G.

e(@) An alternative coefficient of the average degree of vertices of graph G.

0 The exponent of a power law fitted to the degree distributions of a given graph.

Yin The exponent of a power law fitted to the in-degree distributions of a given graph.
Yout The exponent of a power law fitted to the out-degree distributions of a given graph.
L(G) The average geodesic distance of vertices of graph G.

r(G) The correlation coefficient of the degrees of interlinked vertices of G.

0 The exponent of a power law fitted to the cluster coefficient C'(k) as a function of degree k.
V(G) The set of vertices of graph G.

Table 2: Basic graph theoretical notions used throughout the article.

model of Barabdsi and Albert (1999) who — other than Watts and Strogatz — take the temporal aspect
of network growth into account. In the meantime, several more indices have been introduced in order
to quantitatively classify networks. This relates, especially, to what is called assortative mixing as a
characteristic of social instead of technical networks. Section 2.4 gives a short summary of it. Next,
Section 2.5 describes concepts of structure formation within complex networks above the level of
local clusters as considered in the model of Watts and Strogatz. Finally, Section (2.6) reconsiders
time-dependent constraints of network formation.

2.1 Graph Theoretical Preliminaries

This subsection briefly surveys fundamental notions of graph theory as they are needed for complex
network analysis. Table 2 summarises these and other definitions introduced subsequently. For a more
thorough introduction to graph theory confer Diestel (2005), Melnikov et al. (1998) and Bronstein
et al. (1999).

Let [X]* be the set of all subsets of k elements of X. A simple undirected graph G is a pair G = (V, E)
where V is the set of vertices and E the set of edges such that E C [V]2. If G = (X,Y) is a graph,
then V(G) = X denotes its vertex set and E(G) = Y its edge set. The order |G| of a graph G is the
number of its vertices. An edge e = {v,w} € E is ending at v and w which are both incident with e
and thus adjacent or neighbors. We also say that two edges are adjacent if they end at least at one
common vertex. E(v) is the set of all edges to which v is incident. G is complete if all its vertices are
pairwise adjacent. A complete graph of order n is denoted by K,,. A triangle is a complete graph K3
of order 3. Ng(v) is the set of neighbors of v € V(G). Usually, the subscript is omitted if the graph
referred to is evident. The degree dg(v;) = k; of a vertex v; is the number |E(v)| of edges ending at v.
Evidently, |[E(v)| = |N(v)| (note that E is a set and therefore does not contain multiple edges which
are introduced below). A graph is called regular (or k-regular) if all its vertices have the same degree



Figure 2: A graphical representation of an undirected graph G; = (V, F) with V = {v, w, z,y, z} and
E ={e1,...,es5}. Gy is of order |G| = 5. Edge e3 = {z,y} is ending at vertex = and y. e3 is adjacent
with e and e4. Vertex z is adjacent to two edges, that is, E(x) = {ea, e3}. Further, Ng, (v) = {w, y} is
the set of neighbors of x. The degree of z is dg, (z) = |E(z)| = |Ng,(x)| = 2. G is not complete. A
triangle, that is, a complete graph of order 3, is exemplified by G». Note that G; and G5 are both 2-
regular graphs. Thus, d(G1) = d(G2) = 2 and €(G1) = €(G2) = 1. (v,e1,w, ez, x,e3,y) is a simple path
with end vertices v and y. The distance 6(v,y) is 2 since (v, e5, 2, e4, y) is the shortest path between
v,y in G1. The diameter A(G) of G is 2. Obviously, G; and G; are connected. (G5 demonstrates a
multi- and pseudograph, respectively, with multiple edges e; and e as well as a loop es.

(k). The average degree of a graph G is d(G) = ﬁ > v;ev dc(vi). In the following sections, we will
alternatively refer to the ratio

1
e(G) = EG)I/IV(G)] = 5d(G) . D
A sequence P = (vj, €j,,Vi1,€js,- -, Vi,_1, €4, Vin ), > 0, is called walk of length n between v,
and v;, in G, if for k = 1,...,n: ¢;, = {v;,_,,v;, } € E(G). v, and v;, are called end vertices of P.

All other vertices are called inner w.r.t P. A walk is called path if all its edges are distinct. A path is
called simple if all its inner vertices are distinct. A path is called cyclic if its end vertices are equal. The
distance 6 (v, w) of two vertices v, w, v # w, is the length of the shortest path ending at v and w. The
diameter A(G) = max, ,ev(q)vw 0 (v, w) of a graph G is the maximal distance between any pair of
vertices in V(G). A non-empty graph G is connected if for any pair of vertices v, w € V(QG) there exists
a path ending at v and w. A maximal connected subgraph of G is called component of G. A graph G
is called bipartite if its vertex set V(&) is partitioned into non-empty disjunct subsets A, B such that
every edge {v,w} € E(G) is ending at vertices v € A and w € B. For reasons of clarity, we will call
A and B the modes of the bipartite graph G and speak, more specifically, of the bottom mode and the
top mode where the latter is seen to be placed “over” the former (see Figure 3).

So far we neither considered loops, nor multiple, parallel or directed edges which are grasped
by the following definitions — these additional definitions are needed in order to map, for example,
reflexive links from a web page to itself (i.e. loops) or different links between the same Wikipedia
articles (i.e. parallel edges):

1. A multigraph is a pair (V, E) whose edge set E is defined as a collection of subsets of [V]? and, thus,
may — in contrast to simple graphs — contain several copies of the same elements of [V]? where
equal elements of F are called multiple edges.

10
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a b ¢ d

Figure 3: A bipartite graph G4 whose vertex set V(G,) is separated by its edge set into the subsets
A ={a,b,c,d} and B = {x,y, z}. As a matter of convention we call A the top mode and B the bottom
mode of G4. G5 exemplifies a directed graph where in(e;) = in(e2) = v and out(e;) = out(ez) = w.
Thus, e; and e; are not only multiple, but also parallel in G5. G5 is an orientation of Gs.

2. Apseudograph is a pair (V, E) where FE is defined as a collection of unordered pairs of not necessar-
ily different vertices of V. Thus, pseudographs may — in contrast to multigraphs — also contain
loops.

3. Adirected graph (or digraph) is a pair (V, F) of a vertex set V and an edge set E together with two
functions in: £ — V and out: £ — V such that for every edge e € F, in(e) is the initial vertex and
out(e) the end vertex of e. Edges e;,e;, for which {in(e;), out(e;)} = {in(e;),out(e;)}, are called
multiple. Edges e;, e;, for which in(e;) = in(e;) and out(e;) = out